Role of reward shaping in object-goal navigation
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Abstract

Deep reinforcement learning approaches have been a popular method for visual navigation tasks in the computer vision and robotics community of late. In most cases, the reward function has a binary structure, i.e., a large positive reward is provided when the agent reaches goal state, and a negative step penalty is assigned for every other state in the environment. A sparse signal like this makes the learning process challenging, specially in big environments, where a large number of sequential actions need to be taken to reach the target. We introduce a reward shaping mechanism which gradually adjusts the reward signal based on distance to the goal. Detailed experiments conducted using the AI2-THOR simulation environment demonstrate the efficacy of the proposed approach for object-goal navigation tasks.

1. Introduction

Reward shaping for reinforcement learning is a way to provide localized signals to an agent for encouraging behavior that is consistent with prior knowledge [7]. For the task of indoor robot navigation in search of a target object of interest, it is quite important for an agent to obtain intermediate auxiliary signals based on surrounding objects, to ensure that it’s heading towards the goal. This is specially true for large environments, where the the robot may need to take a number of steps to reach the goal [9]. A popular reward function used in the object-goal navigation literature [4,5,11,12,14] is of a binary nature, where a large positive reward is given at the goal state, while a smaller negative step penalty is assigned for every other state. Unfortunately, this type of a signal is quite sparse, thereby discouraging the learning process.

An alternate approach which has gained interest [2,8] is to use geodesic distance to the closest target as a reward signal. Although this is a denser function compared to the binary reward, absolute knowledge about the closest distance to goal is a strong assumption that may not be easily available outside certain simulation environments [10]. In contrast, we propose a method that relies on the estimated distance to objects calculated via different heuristics. Two approaches which are similar to ours are that of Druon et al. [3] and Ye et al. [13]. They both provide auxiliary signals based on the bounding box area of objects. However, these rewards are only assigned for the target object, and therefore, the signals are still quite sparse, specially when targets are smaller in size.

In this work, we build on the initial approach described in [9] by defining distance-based heuristics to modify the reward for both target objects, and other large, salient objects which have a close relationship with the target (called parent objects). In Section 2, we describe two approaches for this. Next, in Section 3, we discuss the results obtained by utilizing the proposed reward shaping mechanism. Finally, we conclude with a discussion in Section 4.

2. Methodology

Pal et al. [9] introduced a reward shaping mechanism where the agent receives a “partial” reward, $R_p$, when it can identify a parent object with close relationship to the target. This is given by $R_p = R_t \ast Pr(t|p) \ast k$, where $R_t$ is the target reward, and $Pr(t|p)$ is a probability distribution of the relative “closeness” of all the parent objects, $p$, to a given target object, $t$. Additional details can be found in [9]. Additionally, the scaling factor, $k$, is a constant kept fixed at 0.1. Therefore, the partial reward is independent of the distance between the agent and the parent/target objects, $d$. Moreover, $R_p$ was only provided when the agent is within a distance threshold from the parent (set as 1m in [9]). In this work, we propose two methods to address these problems by reformulating $k$ as a factor of $d$. Furthermore, we extend the $R_p$ formulation towards both parent, and target objects. The primary motivations for this are: (i) the agent should be encouraged to identify parent objects whenever they are visible, and (ii) by making the reward a factor of $d$, the agent is further inspired to explore regions closer to $p$.

(i) Utilizing metric depth - Our first approach involves using metric depth in the form of depth maps obtained directly from the AI2-THOR simulator [6]. In lieu of this, an RGB-D sensor can also be used to get the estimated depth.
From the depth maps, we compute $d$ as the average value of the region, $\phi$, bounded by an object’s bounding box. This is illustrated in Figure 1a. Subsequently, the scaling factor is formulated as a linear function, $k'(d) = k * (m * d + c)$. In our experiments, $m = -0.15$, and $c = 1$ were empirically chosen to ensure $k' \in [0, 1]$.

$$d = \frac{\phi(x, y)}{\sum_{(i,j)} \text{bbox}(i,j)}$$

(a) Metric distance from depth maps (b) Relative distance from bbox area

Figure 1. Image on the left shows depth map with a bounding box around the object. Inset contains the RGB image of the object. $d$ is obtained by finding the average distance of each pixel in the bounding box. Image on the right shows the relative increase in bounding box area of an object ($A_1$ to $A_2$) as the agent moves closer. $d$ is object distance when area is $A_2$.

(ii) Utilizing bounding box area - While the metric depth approach is intuitive, in theory, we observed that due to the added sensor input in the form of depth maps, the training time increased. Thus, our next approach was to use a heuristic for relative distance, where the scaling factor is calculated based on the assumption that as the agent moves closer, an object’s bounding box (bbox) area should proportionately increase. This method, apart from being simple to implement, also reduces the dependence on additional sensor data, thereby minimizing the computational load. For this strategy, the scaling factor is given by $k'(d) = k * (1 - \frac{A_1}{A_2} \cdot (d)^{0.5})$, where $A_1$ and $A_2$ are bounding box areas of a particular object in the state, when it was first seen by the agent and the current state respectively. This is depicted in Figure 1b.

In the next section, we validate our proposed hypothesis via extensive experiments.

### 3. Experiments and Results

We use the AI2-THOR [6] environment for our experiments. The setup and train/test split are consistent with other standard methods - GCN [12], SAVN [11], and MJOLNIR-O/R [9]. We trained the agents for $3 \times 10^6$ episodes for each model. Furthermore, for every model, we conduct experiments using 4 different reward functions - binary reward $r_{bin}$, baseline partial reward from [9], $r_{base}$, and our two proposed rewards, namely depth-based, $r_{depth}$, and area-based, $r_{area}$, respectively. The evaluation metrics adopted from Anderson et al. [1].

**Metric 1 discussion: Success rate (SR) -** Table 1 shows the performance for this metric. For nearly every model, training via the proposed reward mechanism yields the best results, specially for episodes with larger path lengths, i.e. $L \geq 5$, where further exploration of the environment might be needed. This shows the benefits of adding a denser reward signal based on distance to objects.

**Metric 2 discussion: Success weighted by Path Length (SPL) -** As opposed to the results for success rate, the SPL performance drops for the proposed methods. This is shown in Table 2. A possible reason for this could be due to the added incentive that the agent now gets to explore regions around parent objects, before heading towards the target. However, we do not necessarily view this as a major drawback, as exploring the environment is an important feature, specially in large and previously unseen environments.

It should also be noted that generally, the denser distance-based reward functions perform better for models that consider object relationships (like GCN [12], and the MJOLNIRs [9]). This supports our intuition that adding auxiliary signal based on surrounding objects can aid in the search of far-off target objects.

### 4. Conclusion

We introduced a distance-based reward shaping mechanism that provides a denser feedback to the agent, thereby encouraging it to explore more of the environment. We showed that adopting this strategy leads to higher success rate of reaching the target object for multiple models, specially for cases where the optimal path requires taking a longer sequence of actions. However, due to the added exploration, the path length increases as a result. As part of our future work, we plan to address this issue by adopting imitation learning techniques [4, 5].

<table>
<thead>
<tr>
<th>Models</th>
<th>$L \geq 1$</th>
<th>$L \geq 5$</th>
<th>$\text{Success}$</th>
<th>$\text{SPL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{base}$</td>
<td><strong>90.5%</strong></td>
<td><strong>92.4%</strong></td>
<td>0.81</td>
<td>0.84</td>
</tr>
<tr>
<td>$r_{depth}$</td>
<td>88.3%</td>
<td>90.3%</td>
<td>0.83</td>
<td>0.87</td>
</tr>
<tr>
<td>$r_{area}$</td>
<td>86.7%</td>
<td>92.3%</td>
<td>0.85</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 1. Metric 1: Success rate (%). The mean score over 5 runs is provided with the standard deviation as sub-scripts.

<table>
<thead>
<tr>
<th>Models</th>
<th>$L \geq 1$</th>
<th>$L \geq 5$</th>
<th>$\text{Success}$</th>
<th>$\text{SPL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{base}$</td>
<td><strong>90.5%</strong></td>
<td><strong>92.4%</strong></td>
<td>0.81</td>
<td>0.84</td>
</tr>
<tr>
<td>$r_{depth}$</td>
<td>88.3%</td>
<td>90.3%</td>
<td>0.83</td>
<td>0.87</td>
</tr>
<tr>
<td>$r_{area}$</td>
<td>86.7%</td>
<td>92.3%</td>
<td>0.85</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 2. Metric 2: SPL (%). The mean score over 5 runs is provided with the standard deviation as sub-scripts.
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