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Abstract

Embodied Instruction Following (EIF) is a challenging problem requiring an agent to infer a sequence of actions to achieve a goal environment state from complex language and visual inputs. We propose a generalised Language Guided Meta-Controller (LMC) for better language grounding in the large action space of the embodied agent. We additionally propose an auxiliary reasoning loss to improve the ‘conceptual grounding’ of the agent. Our empirical validation shows that our approach outperforms strong baselines on the Execution from Dialogue History (EDH) benchmark from the TEACh benchmark.

1. Introduction

Robotic assistants need to understand natural language and perceive their surroundings to interact with the environment. Many tasks and benchmarks have been proposed [1, 7, 9] to encourage the development of language-driven embodied agents. Building such embodied agents is a challenging problem on the cusp of important research directions in robotics, computer vision, and natural language processing. The agent must learn to infer a sequence of actions, including navigation and object manipulation, to attain a target-environment state from complex natural language directives and egocentric visual inputs. However, even with natural language instructions, this task is often challenging for the agent without any additional supervision. Additional supervision solves the following problems: 1) resolving ambiguities in natural language directives, 2) grounding instructions to environments with a rich action space, and 3) planning for long-horizon action sequences while recovering from possible failure modes [4].

Recent works suggest obtaining clarification to the ambiguities in the natural language instructions via simulated interactions [3, 6] or learning from human-human dialogue [10, 11] as possible directions to improving language-driven embodied navigation. We take a step forward in the task of embodied instruction following (EIF) with learning from human-human dialogues. Specifically, we present a Language Guided Meta-Controller (LMC) designed to improve language grounding in the agent’s action space. The proposed method is based on an explicit high-level multisensory integration between learned natural language representation and the predicted actions.

2. Method

Here, we describe the details of the proposed model architecture of our Language Guided Meta-Controller (LMC) and the design of the auxiliary reasoning loss. We empirically discuss the progress monitor used in the ablation study. We train our agents using imitation learning, specifically behaviour cloning.

2.1. Language Guided Meta-Controller (LMC)

We illustrate the proposed LMC in Figure 1. It predicts the type of action to be taken next, either navigation or interaction, based solely on the natural language directive. The representations learned on account of the meta-controller are further updated based on the features extracted from the egocentric visual inputs before being used to predict the following action in the sequence. This two-step approach for predicting the action sequence of the agent based on the natural language directives helps improve language grounding in the large action space of the agent.

2.2. Auxiliary Reasoning Loss

Human acquisition of semantic representations is grounded in our visual and proprioceptive interactions with the environment. This phenomenon discusses the natural exploitation of complementarity between multiple senses and is commonly referred to as ‘conceptual grounding’ [2]. The proposed auxiliary reasoning loss asks the agent to predict the type of action to be taken next based on the entire observation space available to the agent, i.e., the natural language directives, the egocentric visual observations, and the action history of the agent.

2.3. Progress Monitor

The auxiliary task of progress estimation [5] has been proposed to improve the generalization performance of em-
bodied agents in both seen and unseen environments. The Episodic Transformer baseline adapted for the EDH benchmark by [7] did not use any progress estimation signals. Here, we adapt the progress monitor [8] to the EDH benchmark.

3. Results and Discussion

We replicate the results of the Episodic Transformer (E.T.) model presented in [7] to establish the baseline performance for the Execution from Dialogue History (EDH) benchmark. Note that the results obtained for the E.T. baseline are higher than originally reported. This is because of a change in the evaluation pipeline, which now uses the action and image frames from the history of the EDH instance.

The proposed LMC helps the E.T. model draw some purchase from the input text. E.T. equipped with our meta-controller, significantly outperforms all the baseline models (See Table 1), including the E.T. trained with the auxiliary reasoning loss (+Aux) and the progress monitor (+PM). The self-attention layers of the multimodal transformer perform joint multimodal modelling in the E.T. baseline. The proposed auxiliary loss tries to improve this joint multimodal modelling of the agent. In contrast, the LMC induces a direct information flow from the learned language representations to the large action space of the model. This difference in modelling characteristics may be the reason for the performance gap noted here. Results imply that agents trained with the auxiliary loss and the progress monitor are better at transferring to unseen environments.

<table>
<thead>
<tr>
<th>Model</th>
<th>Seen</th>
<th>Unseen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.82 [0.62]</td>
<td>0.75 [0.43]</td>
</tr>
<tr>
<td>Lang</td>
<td>0.99 [0.28]</td>
<td>1.04 [0.29]</td>
</tr>
<tr>
<td>Vision</td>
<td>5.1 [1.15]</td>
<td>6.96 [1.76]</td>
</tr>
<tr>
<td>+Aux</td>
<td>10.9 [2.6]</td>
<td>11.6 [8.0]</td>
</tr>
</tbody>
</table>

Table 1. EDH validation. The Language Guided Meta-Controller outperforms all the baseline models. We empirically validate an auxiliary reasoning loss (Aux) and a progress monitor (PM). Metrics are success rate (SR), goal-conditioned success rate (GC) and trajectory length weighted metrics [in brackets]. All values are percentages. The higher the better.

4. Conclusion

We present a language guided meta-controller that enables a more robust grounding of the language directives into the agents’ action space. We investigate baselines trained with a progress monitor and a novel auxiliary reasoning loss. We empirically validate by comparing the proposed methodologies with the Execution from Dialogue History (EDH) benchmark. The results establish the effectiveness of our approach as the proposed meta-controller outperforms strong baselines for the task of embodied instruction following, given a dialogue history.
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