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Abstract
This paper aims to develop a framework that enables

a robot to execute tasks based on visual information, in
response to natural language instructions for Fetch-and-
Carry with Object Grounding (FCOG) tasks. Although
there have been many frameworks, they usually rely on
manually given instruction sentences. Therefore, evalua-
tions have only been conducted with fixed tasks. Further-
more, many multimodal language understanding models for
the benchmarks only consider discrete actions. To address
the limitations, we propose a framework for the full automa-
tion of the generation, execution, and evaluation of FCOG
tasks. In addition, we introduce an approach to solving the
FCOG tasks by dividing them into four distinct subtasks.

1. Introduction
In our aging society, the need for daily care and support

is increasing. As a result, the shortage of home care workers
has become a social problem, and domestic service robots
that can physically assist people with disabilities are attract-
ing attention. However, the current ability of domestic sup-
port robots to understand instructions in natural language
and execute daily tasks appropriately is insufficient.

The aim of this paper is to develop a framework for a
robot to execute instructions based on visual information
when given natural language instructions for fetch–and–
carry tasks. Many frameworks have been proposed for the
execution of everyday tasks by robots based on natural lan-
guage instructions [1,8–11]. For example, ALFRED [11] is
a large-scale benchmark containing 25K instructions. How-
ever, it is difficult to turn it into an on-the-fly simulation be-
cause the instructions are manually annotated. Therefore, it
is also difficult to evaluate with diverse tasks, and evalua-
tions have only been conducted with fixed tasks.

Furthermore, many methods are also proposed in the
benchmarks. In the ALFRED benchmark [11], many mul-
timodal language understanding models such as FILM [5]
and HLSM-MAT [3] have been proposed. Many of these
multimodal language understanding models consider only

discrete actions. Therefore, it is challenging to apply them
to the real world, where continuous actions are required.
On the other hand, the RoboCup@Home competition [2] is
a representative framework for daily tasks by domestic ser-
vice robots in the real world. In this framework, tasks are
not generated automatically.

In this paper, we propose a framework for fully automat-
ing fetch-and-carry tasks in a simulation environment. This
framework allows for the generation, execution, and evalu-
ation of tasks on–the–fly. In the proposed framework, the
simulation environment is a continuous space.

2. Problem Statement
In this paper, we address the FCOG task. The task in-

volves providing a robot with natural language instructions
related to fetch–and–carry tasks, which the robot then exe-
cutes utilizing visual information.

The inputs of the task are defined as natural language
instruction and multiple images taken by a robot’s camera.
Given the input, the robot should grasp a target object and
place it to a destination in accordance with the instruction.

3. Method
The proposed framework is closely related to

tasks like the General Purpose Service Robot task in
RoboCup@Home competition [2]. The framework fully
automates the simulation of FCOG tasks using three sys-
tems: a task generation system, a task evaluation system,
and a task execution system.

The Task Generator generates tasks through three main
steps. First, the mechanism creates a simulated environment
by placing static game objects. Next, it randomly places dy-
namic game objects in the environment and also positions
the robot in a specified initial location for each environment.
Finally, the task generation mechanism automatically gen-
erates tasks. In this step, the mechanism first randomly se-
lects the objects to be used as target objects and destina-
tions from the simulation environment. The task generation
mechanism then uses Unity functionality to obtain the coor-
dinates of these objects and takes pictures of the objects us-



Table 1. Quantitative comparison for FCOG tasks. The best scores are in bold.

Navigation OLR Fetching Carrying
Methods Success rate[%] Accuracy[%] Success rate[%] Success rate[%]

Baseline (WRS-VS winning method) 100 (40/40) 0 (0/0) 0 (0/0) 0 (0/0)
Ours 100 (40/40) 20 (8/40) 100 (8/8) 12.5 (1/8)

ing virtual cameras. The Task Generator generates instruc-
tion sentences using the CRT [4]. The model generates ob-
ject manipulation instruction sentences based on the target
region, destination region, and context regions. The model
generates an instruction sentence like “Move the wooden
toy car in front of the white bottle onto the table.” The Task
Generator obtains the name of the room where the target
object is located from the simulator, and uses it to generate
an instruction sentence like “Go to the bedroom.” Finally,
the Task Generator combines these instruction sentences.

In this study, we split the FCOG task into four sub-
tasks: Navigation, Object Location Retrieval (OLR), Fetch-
ing, and Carrying. The OLR can be roughly split into three
steps: Crawling & Image Collection, Object Detection and
Multimodal Language Comprehension.

After identifying the target region and the destination re-
gion, the robot executes fetch–and–carry tasks. The Fetch-
ing task is carried out in the following specific steps. First,
the robot moves to the point where it took the image. Then,
it grasps the object using heuristic methods. Success in the
Fetching task is defined as the ability to grasp the appro-
priate object. If the Fetching task is successful, the robot
performs the Carrying task in similar steps.

The Task Evaluator determines that the session has
ended when it reaches the following states:

• A certain amount of time has elapsed during the exe-
cution of the FCOG task.

• The robot successfully completes the FCOG task.
• The robot fails in executing any of the subtasks.

After a session termination decision is made, the Task Gen-
erator initializes the environment and starts the next session.

4. Experimental Results
We used an extended version of the standard simulator

used in the World Robot Summit 2018 Partner Robot Chal-
lenge/Virtual Space Competition (WRS-VS, [7]). Table 1
shows the quantitative results for each subtask. The table
displays the number of executions and successful attempts
for each task. We used the method [6] that won WRS–VS as
the baseline method. In this method, trajectory generation
for a robotic arm, path planning, and navigation methods
were the same as those of the proposed method.

In the OLR task, the baseline method had an accuracy
of 0%. This is likely because it could not understand the di-
verse reference expressions contained in the instruction sen-
tences generated by the Task Generator. On the other hand,
the proposed method had an accuracy of 20%. The baseline
method did not execute the Fetching and Carrying tasks,

Figure 1. A successful session. In the figure, (a) shows the images
of the target object and the destination acquired by the task gener-
ation system.

as these tasks were only performed upon successful com-
pletion of the OLR task. In contrast, the proposed method
achieved success rates of 20% and 12.5% for the Fetching
and Carrying tasks, respectively.

Fig. 1 shows the qualitative results for the FCOG tasks.
In this case, as shown in Fig. 1(a), the Task Generator se-
lected a red bottle and a table in front of a sofa as the target
object and the destination. The instruction generated by the
Task Generator was ”Go to the living room, move a plastic
bottle from the shelf to the table.” In the Navigation task,
the robot successfully navigated to the living room. In the
OLR task, a red bottle and a table in front of the desk were
correctly identified as the target object and the destination,
respectively. The robot then successfully grasped the red
bottle in the Fetching task, as shown in Fig. 1(b). Finally,
as shown in Fig. 1(c), the robot placed the red bottle on the
table in the Carrying task.

5. Conclusions
In this paper, we focused on building a framework for

FCOG tasks. The main contributions are as follows:
• We proposed a framework for fully automating the

generation, execution, and evaluation of FCOG tasks.
• We proposed an approach to solving the FCOG tasks

by dividing them into four subtasks.
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