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Abstract

In the wake of the global health crises caused by the
COVID-19 pandemic, there is a pressing need for innova-
tive disinfection methods that are both effective and user-
friendly to a broad user base. This paper introduces an
approach that allows a user to instruct tasks to a UV dis-
infection robot via speech. The implementation of a voice
interface offers a hands-free operation and caters to non-
technical users who require a simple and effective way
to command the robot. Through a combination of object
recognition, natural language processing using a large lan-
guage model (LLM), and task planning, our system has the
potential to execute tasks more effectively since it is more
context-aware of its sanitizing duties.

1. Introduction

Since the COVID-19 pandemic, research institutions world-
wide have focused on expanding the capabilities of UV dis-
infection robots. These efforts have been directed towards
several key areas, including design enhancements[4, 9, 14,
16], optimization of UV coverage [10, 15], and measuring
the UV dose accumulation across a surface [5, 7, 12]. How-
ever, while these technological advances in UV disinfection
robotics have been substantial, they primarily address UV
disinfection’s mechanical and measurement aspects. The
challenge remains in enabling these robots to understand
the context of the spaces and objects they are tasked with
disinfecting. This is where the potential of embodied AI
can help. Leveraging the capabilities of speech-to-text in-
terfaces and large language models (LLM), robots can pro-
cess and interpret human voice commands, making them
more context-aware.

Our current UV disinfection robot system has multiple
operational modes. It can follow a trajectory generated
by our path planner, or an operator can guide the manip-
ulator directly, where the human-guided path is recorded
and replayed back, also known as Program by Demonstra-

tion (PbD). The PbD feature enables humans to guide the
robot to disinfect items with semantically informed paths,
potentially improving coverage [11]. In this paper, we de-
scribe our plans to augment our interface by including the
following features: (1) Detect objects on a table or within
a targeted area, (2) Receive and interpret natural-language
commands, (3) Formulate a plan to disinfect items in se-
quence, and (4) Request assistance for any unfamiliar tasks.
These functionalities result from the recent development
in language processing and object detection technologies.
Adding these features can improve our robot’s capabilities
to make it a practical and user-friendly system.

2. Related

In recent years, research has increasingly integrated AI with
mobile manipulators to enable robots to understand and ex-
ecute tasks independently. As a result, this has led to the
development of frameworks that improve Open-Vocabulary
robots and their capabilities to interact with human-centered
environments[2, 3, 8, 13]. Liu et al. [6] introduces an
open-knowledge-based framework, OK-Robot, that inte-
grates Vision-Language Models, navigation primitives, and
grasping primitives to perform pick-and-place operations in
real-world environments while not requiring training. The
study evaluated OK-Robot by conducting 171 pick-and-
place experiments in 10 different environments. The frame-
work completed full pick-and-place in 58 percent of cases
in unseen and untrained environments.

Collins et al. [1] showcases a system, ForceSight, that
predicts visual-force goals from input images and text
prompts. ForceSight key contributions are its ability to pro-
cess an RGBD image and a text prompt to produce an af-
fordance map, suitable end-effector locations, and a force
goal with target grip and applied forces. The framework
was evaluated on a Stretch Mobile Manipulator robot for
ten mobile manipulation tasks and had a success rate of 81
percent over 100 pick-and-place, drawer opening, and light
switch flipping tasks. Future work explores how a robot
can execute more complex tasks by breaking them into sub-



tasks. In this paper, we lay out our plans for developing
a voice-command interface for a UV disinfection robot. In
the following section, we delve into the design layout of our
project.

3. Design Layout
To begin a disinfection task, a human supervisor provides
a verbal command for a Fetch mobile manipulator robot to
execute. For example, if a human supervisor says, ”Fetch,
please disinfect the eating utensils on the table,” this verbal
command is processed and initiates other functionalities.

When a verbal command is given, the robot employs its
head camera to detect objects placed on the table and record
their arrangement. The visual information gathered by the
camera, combined with the context of the human-supplied
verbal instruction, forms the inputs that are added to the
prompt, a set of instructions to an LLM. This prompt encap-
sulates both the specifics of the task at hand (disinfecting
utensils, in this case) and the spatial arrangement of these
utensils that the robot perceives.

Next, the prompt is submitted to the LLM, and the robot
processes the request and produces a structured representa-
tion of the disinfection task. This representation includes a
sequence of objects to disinfect, including their correspond-
ing location. A traditional task executive is then utilized to
produce a tool path to carry out the disinfection process.

Further, the robot is responsive to the user if there are
any operational constraints. If it encounters an object for
which it does not have a predefined disinfection trajectory,
the robot will notify the human supervisor for additional
help. It does this by communicating to the human to guide
its arm around the object of interest; simultaneously, the
robot will record the human-guided path and store it in the
repository of other trajectories. This feature ensures the
robot can handle a wide range of objects and scenarios, even
those for which it has not been explicitly trained.

4. Human Centered Study
We plan to incorporate a human-centered study, allowing
us to observe and analyze how users interact with the robot
during disinfection tasks. The primary goal is to focus on
the human’s decisions and actions when guiding the robot’s
arm to disinfect objects, providing insights into user priori-
ties and high-level reasoning.

Our study will have a variety of setups featuring a col-
lection of objects and layout arrangements. We aim to focus
on several metrics, which include the sequence of objects
chosen for disinfection, the reason behind a participant’s
decision-making, and observe how users guide the robot’s
arm when moving around objects. By examining users’
patterns, we can recognize the prioritized objects based on
their perceived importance, ease of disinfection, or poten-

tial contamination risk. We can also identify if the phys-
ical characteristics of objects (e.g., size, height, material)
influence how and why they are disinfected. Further, noting
any difficulties or hesitations could provide areas for im-
provement when developing the repository of joint trajec-
tories. The study’s findings can also improve the analysis
and the robot’s design layout. For example, if the study re-
veals that users consistently prefer to disinfect certain types
of objects first, the robot’s programming could be adjusted
to prioritize these objects in future disinfection tasks. From
this analysis, we will extract any correlations between ob-
ject characteristics and disinfection decisions and identify
potential areas for enhancing the robot’s context awareness
and usability.

4.1. Evaluation

A metric to consider is the robot’s success rate in executing
disinfection tasks. We define success as the robot’s ability
to clean designated objects accurately based on verbal com-
mands. This also means that if the robot either disinfects
an additional item or neglects it, it is considered a failed at-
tempt. Calculating the ratio of successfully completed tasks
gauges the system’s effectiveness. The success rate also re-
flects the robot’s ability to understand the instructions a hu-
man supervisor provides since it produces what sequence of
actions the robot must execute. Thus, evaluating the LLM’s
ability to interpret voice commands into executable tasks
correctly is central to the robot’s performance. To assess
this, we will examine the LLM’s accuracy in parsing var-
ious phrases of commands to test its comprehension capa-
bilities. This evaluation can help us understand if modifi-
cations to our prompt can refine and improve our system.
This project is still in the planning phases, and our primary
focus is to establish a comprehensive evaluation framework
that accurately measures our system’s performance and ef-
fectiveness.

5. Discussion

In this paper, we presented a voice-command interface that
utilizes an LLM to help a UV disinfection robot understand
the context of the spaces and objects it is tasked to sanitize.
The real world presents variability, making it challenging
for a robot to execute tasks for immutable pre-defined tra-
jectories. This also presents a hurdle for users who may
not have the time and technical expertise to operate a com-
plex robot system. Thus, simplifying the interaction to
something as natural as voice communication can enhance
the disinfection processes without having additional opera-
tional burdens. Our approach can potentially make UV dis-
infection robots more effective and user-friendly while ex-
ploring new methods to integrate human-robot interaction
to address public health challenges.
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