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1. Introduction

We explore Zero-Shot Vision-and-Language Navigation in
Continuous Environment, where agents navigate using nat-
ural language instructions without any training data. Col-
lecting instruction-path annotation data is an expensive task.
Additionally, humans can navigate without prior learning
about the environment. Equipping an embodied agent with
this ability is an important task for creating a general-
purpose agent that can perform tasks in a variety of un-
familiar environments. In discrete environments, Vision-
and-Language Navigation (VLN)[1] is performed through
graph traversal, assuming collision-free movement between
nodes. However, in continuous environments[3], navigation
must be done through low-level actions to the destination,
considering possible collisions.

We propose the zero-shot Vision-and-Language Navi-
gation with Collision Mitigation (VLN-CM), which takes
these considerations. VLN-CM is composed of four mod-
ules and predicts the direction and distance of the next
movement at each step. We utilize large foundation mod-
els for each modules. To select the direction, we use the
Attention Spot Predictor (ASP), View Selector (VS), and
Progress Monitor (PM). The ASP employs a Large Lan-
guage Model (e.g. ChatGPT[4]) to split navigation instruc-
tions into attention spots, which are objects or scenes at the
location to move to (e.g. a yellow door). The VS selects
from panorama images provided at 30-degree intervals the
one that includes the attention spot, using CLIP[5] similar-
ity. We then choose the angle of the selected image as the
direction to move in. The PM uses a rule-based approach to
decide which attention spot to focus on next, among mul-
tiple spots derived from the instructions. If the similarity
between the current attention spot and the visual observa-
tions decreases consecutively at each step, the PM deter-
mines that the agent has passed the current spot and moves
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on to the next one. For selecting the distance to move, we
employed the Open Map Predictor (OMP). The OMP uses
panorama depth information to predict an occupancy mask.
We then selected a collision-free distance in the predicted
direction based on the occupancy mask.

We evaluated our method using the validation data of
VLN-CE[3]. Our approach showed better performance than
several baseline methods, and the OPM was effective in mit-
igating collisions for the agent.

2. Method
2.1. Attention Spot Predictor

The Attention Spot Predictor(ASP) decomposes the natural
language instructions into specific attention spots, which are
key visual markers within the environment, such as identi-
fiable objects or unique scenes (e.g., a yellow door, a red
chair). By parsing these complex instructions into simpler,
actionable items, the ASP helps to guide the agent more
effectively toward its goal. This module utilizes a Large
Language Model (LLM), such as ChatGPT 3.5, for parsing
complex navigation instructions into attention spots.

2.2. View Selector

The View Selector(VS) interacts directly with the egocen-
tric views available to the agent, which are provided at reg-
ular 30-degree intervals. The VS employs the CLIP[5] to
match these views with the attention spots identified by the
ASP. By doing so, it selects the view that best corresponds
to the next target location, effectively determining the direc-
tion in which the agent should head.

2.3. Progress Monitor

The Progress Monitor(PM) is a rule-based system that
tracks the agent’s progress towards each attention spot. It
evaluates whether the agent is approaching or moving away
from the attention spot by monitoring changes in the visual
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Figure 1. Overview of the VLN-CM

similarity between the attention spot and the agent’s current
views. If the similarity decreases consistently, the PM in-
fers that the agent has passed the attention spot and updates
the target to the next in line.

2.4. Open Map Predictor

To ensure safe navigation, the Open Map Predictor(OMP)
uses the depth information to create an occupancy mask,
which identifies areas that are free from obstacles. This
module then calculates a safe and collision-free trajectory
for the agent by determining how far it can move in the
chosen direction before encountering a potential obstacle.
It leverages a dataset based on the Habitat simulator to an-
ticipate collision-free distances. For any chosen point in
an open environment, we first collect its depth panoramas,
which consist of 12 individual images taken at 30-degree
intervals. The depth panoramas are input into the OPM,
which predicts an occupancy mask covering 120 angles and
12 distances. We use transformer-based architecture [2] for
OPM

3. Experiments

3.1. Data and Evaluation Metrics

We evaluate VLN-CM on the VLN-CE[3] unseen dataset.
We measured its performance with Success Rate (SR), Suc-
cess weighted by Inverse Path Length (SPL), and Collision
Rate to assess both destination success, path efficiency, and
the frequency of collisions.

3.2. Baselines

We compare our model against two baseline agents:
Random Agent: The agent chooses actions based on

observed training data probabilities—68% move forward,

Model # SR # SPL
Random Agent 0.03 0.02
Hand-Crafted Agent 0.03 0.02
VLN-CM(ours) 0.11 0.02

Table 1. Comparision with baselines

Model # SR # SPL # Collsion
VLN-CM 0.11 0.02 0.67
-OMP 0.01 0.01 3.07
-ASP 0 0 3.10
-OPN & ASP 0 0 24.49

Table 2. Ablation Study.

15% turn left, 15% turn right, 2% stop—serving as a base-
line for random decisions in navigation tasks.

Hand-Crafted Agent: The agent uses a basic navigation
strategy by choosing a random direction, moving forward
37 times—the average trajectory length in the dataset—then
stopping.

3.3. Results

Our VLN-CM model significantly outperformed baseline
agents, achieving a SR of 0.11, compared to 0.03 for both
Random and Hand-Crafted Agents.

Removing the OMP from VLN-CM resulted in a sharp
drop in SR to 0.01 and increased collisions to 3.07. The
most severe impact was observed when both OMP and ASP
were omitted, leading to navigation failures and a collision
rate of 24.49.



4. Conclusion
The VLN-CM model significantly improves navigation in
continuous environments with natural language, outper-
forming baselines in success rate and reducing collisions,
highlighting the benefits of advanced modules like ASP and
OMP for autonomous systems.
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