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Abstract

To realize effective large-scale, real-world robotic ap-
plications, we must evaluate how well our robot policies
adapt to changes in environmental conditions. Unfortu-
nately, a majority of studies evaluate robot performance
in environments closely resembling or even identical to the
training setup. We present THE COLOSSEUM, a novel sim-
ulation benchmark, with 20 diverse manipulation tasks, that
enables systematical evaluation of models across 14axes
of environmental perturbations. These perturbations in-
clude changes in color, texture, and size of objects, table-
tops, and backgrounds; we also vary lighting, distractors,
physical properties perturbations and camera pose. Using
THE COLOSSEUM, we compare 5 state-of-the-art manip-
ulation models to reveal that their success rate degrades
between 30-50% across these perturbation factors. When
multiple perturbations are applied in unison, the success
rate degrades ≥75%. We identify that changing the num-
ber of distractor objects, target object color, or lighting
conditions are the perturbations that reduce model perfor-
mance the most. To verify the ecological validity of our
results, we show that our results in simulation are corre-
lated (R̄2 = 0.614) to similar perturbations in real-world
experiments. We open source code for others to use THE
COLOSSEUM, and also release code to 3D print the objects
used to replicate the real-world perturbations. Ultimately,
we hope that THE COLOSSEUM will serve as a benchmark
to identify modeling decisions that systematically improve
generalization for manipulation.

1. Introduction

The promise of robotics requires ubiquity. For effective
real-world deployment, robots must operate in a variety of
environments. When asked to turn on a stove, a robot should
be able to turn the stove’s knob, regardless of the size of
the knob, irrespective of the kitchen’s backdrop, invariant
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Figure 1. Evaluating generalization with THE COLOSSEUM.
Task-averaged success rate for 5 SotA robotic manipulation poli-
cies over 14 perturbation factors and 20 robotic manipulation
tasks. Changes in RGB input space affects all models due to
end-to-end RGB-based training. Image-based models are also af-
fected by camera pose change, while models without in-the-wild
pretraining suffer in the presence of distractors.

to the kitchen counter’s texture, during the day, or even un-
der a dim evening light. Unfortunately, a majority of studies
evaluate robot performance in environments closely resem-
bling or even identical to the training setup [1–3, 11].

We introduce THE COLOSSEUM, a comprehensive
benchmark aimed at systematically evaluating the gener-
alization of robot manipulation to environmental perturba-
tions. THE COLOSSEUM introduces perturbations across
20 different tasks from the RLBench [6] framework, span-
ning 14 dimensions of perturbations. These perturbations

https://robot-colosseum.github.io/


Figure 2. THE COLOSSEUM Challenge. This challenge is designed to enhance generalization of Behavior Cloning (BC) models in robotic
manipulation tasks. It involves four key phases: 1) Participants generate a standard training dataset from 20 tasks with 100 demonstrations
each, without perturbation factors. 2) Participants train their BC models using this standardized dataset. 3) The models are
restricted to evaluate over a fixed 25 episodes across 14 different perturbation factors. 4) Models are ranked on a leaderboard
based on the percentage change in their performance across these factors. We’ve shown that simulation aligns with real-world evaluation,
so participants can expect similar generalization when participating in the simulation benchmark.

include object color, object texture, object size, table color,
table texture, the presence of distractor objects, changes to
the camera pose, and changes to physical properties like
friction and mass, inspired by those observed in real-world
robotics datasets [4, 7, 9]. THE COLOSSEUM also includes
a parallel real world evaluation with task setups and objects
reproducible via open-sourced 3D printing models.

We evaluate 5 state of the art robot manipulation mod-
els [3, 5, 8, 10, 11] using THE COLOSSEUM and draw in-
sights into answers for critical research questions on gen-
eralization for BC policies. We establish a strong corre-
lation between falling task success under perturbations in
simulations and those observed in real-world scenarios for
the same tasks, suggesting that THE COLOSSEUM evalua-
tions in simulation give reliable insight into real world gen-
eralization at a fraction of the setup cost. THE COLOS-
SEUM challenge and leaderboard (Figure 2) will provide as
a unified platform to develop, evaluate, and compare future
robotic manipulation methods that stand the test of robust-
ness and generalization.

2. Results

We summarize our key results: For 2D learning models
(R3M-MLP and MVP-MLP), we observe that object and
light color, texture, and camera pose are the most affect-
ing factors. Since these models are trained end-to-end with
RGB inputs, and the color or texture related perturbations
shift the input space, thereby affecting the output space
as well. Moreover, training with specific Camera Poses
when using RGB as input also affects the performance when
camera poses are perturbed. For zero-shot manipulation
models using Large Pretrained World Models, we observed
that the system demonstrates robust generalization capabili-

ties across various conditions, particularly excelling in tasks
where it is predisposed to succeed. Specifically, for the
two tasks in which VoxPoser excels, it maintains con-
sistent performance across all variants. For 3D learning
models (RVT and PerAct), we observe that the most af-
fecting factors are color-related including object, table and
light colors as well as presence of Distractors. Since
RVT and PerAct are both trained end-to-end with RGB
images or voxel grid with RGB channels, the color pertur-
bations remain challenging for these models as well. These
models lack any real-world pretraining, thus, the presence
of Distractors puts the scene out of distribution, sig-
nificantly affecting their performance. We observe that
these model are robust to changes in Camera Pose, be-
cause they do not directly learn on captured view. They
instead preprocess the input RGBD views into a voxel
grid or re-rendered novel views. On physical perturba-
tions, RVT performs better than PerAct, perhaps be-
cause modelling in RVT is more robust for keypoint pre-
diction than PerAct under these perturbations. Physical
perturbation results for other models are inconclusive, as
they cannot perform the tasks that support these perturba-
tions. 3D baselines are better performing generally (Fig-
ure 1), and much more robust to environment perturba-
tions as compared to 2D baselines. We also observe that
RVT, trained only with RGB views, generally gets more
affected with perturbation factors as compared to
PerAct, trained with complete 3D scene, notably in the
case of Distractors. This result indicates value in
learning with 3D scenes as input, for the resultant model
is more robust to such environmental perturbations, as it
might be learning 3D features of the objects instead of just
their 2.5-dimensional projections. For more details and re-
sources, please refer to the website linked above.
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