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Abstract

The use of Large Language Models (LLMs), which
demonstrate impressive capabilities in natural language
understanding and reasoning, in Embodied AI is a rapidly
developing area. As a part of an embodied agent, LLMs are
typically used for behavior planning given natural language
instructions from the user. However, dealing with ambigu-
ous instructions in real-world environments remains a chal-
lenge for LLMs. Various methods for task disambiguation
have been proposed. However, it is difficult to compare them
because they work with different data. To address this is-
sue and further advance this area of research, a specialized
benchmark is needed. We propose AmbiK, the fully textual
dataset of ambiguous commands addressed to a robot in a
kitchen environment. AmbiK was collected with the assis-
tance of LLMs and is human-validated. It comprises 250
pairs of ambiguous tasks and their unambiguous counter-
parts, categorized by ambiguity type, with additional infor-
mation, for a total of 500 tasks.

1. Introduction
Recent studies have shown that Large Language Models
(LLMs) perform well in behavior planning tasks [1, 7, 8].
However, the task can be challenging for an agent, as some
natural language instructions (NLI) from humans are am-
biguous because of the natural language limitations in ap-
plication to real world complex environment.

A separate line of research is the development of mod-
els capable of requesting and processing feedback from the
user, which is necessary when the task is ambiguous and
would also be challenging for the humans. Studies indicate
that a model’s ability to ask clarifying questions based on
LLM uncertainty enhances task performance [6, 19]. Some
works in robot behavior planning [14, 21] utilize conformal
prediction [22] to derive a subset from multiple options, en-
suring the correct option lies within a certain user-defined
probability. If conformal prediction narrows down to a
single action, the robot executes it; otherwise, it requests
user clarification on the action to perform. This method

Table 1. Comparison of datasets with ambiguous NLI.

KnowNo DialFRED TEACh SaGC AmbiK

Fully textual?
✓ ✗ ✗ ✓ ✓

Household
tasks

300 25 12 1639 500

Ambiguous
tasks

170
✗ ✗

636 250

Different am-
biguity types ✓ ✗ ✗ ✗ ✓

Clarification
questions ✗ ✓partly ✓partly ✗ ✓

Can be used
as a textual
benchmark?

✗ ✗ ✗ ✗ ✓

is model-agnostic and compatible with various uncertainty
estimation methods (see an overview of uncertainty estima-
tion methods in [5]). Models without open logs cannot di-
rectly calculate uncertainty, hence they are often trained to
ask questions using prompting [8].

To compare the performance of these methods with
the focus on ambiguous tasks, specialized benchmarks are
needed. Datasets such KnowNo [21], DialFRED [6] and
TEACh [19] contain ambiguous tasks and can be used to
compare some diasmbiguation methods, but they cannot be
used as universal and fully textual benchmarks for the em-
bodied agents. Since the human-robot interaction pipeline
usually involves many subparts, including but not limited
to an LLM, it is crucial to measure the LLM performance
separately to improve the model’s ability to deal with am-
biguous instructions.

We propose AmbiK (Ambiguous Tasks in Kitchen En-
vironment), the fully textual dataset for ambiguity resolu-
tion in kitchen environment. Our dataset allows to compare
different methods, including that with and without confor-
mal prediction. AmbiK consists of 250 paired tasks that
include a description of the environment, the type of ambi-
guity based on the knowledge needed to resolve the ambigu-
ity (human preferences, safety, common sense knowledge),
an unambiguous counterpart of the task, a clarifying ques-
tion and an answer on it, and a task plan. The full dataset,



an environment list, the prompts used in data collection are
available online1.

2. Datasets with Ambiguous NLI
Clarification requests are a part of many datasets:
SIMMC2.0. [12], ClarQ [13], ConvAI3 (ClariQ) [3] for
general questions. However, as highlighted in [16], clarifi-
cation exchanges do not normally appear in non-interactive
data, they consist about 4% of spontaneous conversations,
in comparison with 11% in instruction-following inter-
actions [4, 15]. Specialized datasets for interactive en-
vironments include Minecraft Dialogue Corpus [18] and
IGLU [11]. In DialFRED [6] and TEACh [19] datasets in-
teractions occur in simulated kitchen environments, in Co-
Draw game [10] the interaction is on the canvas for drawing.
All these datasets have the same dialogue participants: an
architect who gives instructions and a builder who executes
actions.

The KnowNo dataset [21] contains ambiguous tasks, but
they are a small part of the dataset (170 samples), and more
importantly, they do not come with questions to resolve am-
biguity or other other hints for the model. The questions are
not necessary for tasks of type safety or winograd, resolu-
tion of anaphora [17], (as we expect abilities to understand
corresponding tasks from the model by default), but are un-
available for preferences. As the language model has no
opportunity to reason and can only guess the user intent,
this subpart of the dataset cannot be used as a benchmark.

In CLARA [20], a Situational Awareness for Goal Clas-
sification in Robotic Tasks (SaGC) dataset was presented. It
consists of high-level goals paired with scene descriptions,
annotated with three types of uncertainties and allows to
evaluate the situation-aware uncertainty of the robotic tasks.
However, SaGC is intended to be used for distinguishing
between certain, infeasible, and ambiguous tasks.

The existing datasets are not suitable for comparing
methods of LLM uncertainty, if using only textual data that
includes ambiguous commands. We propose the dataset
called AmbiK for filling this gap. A comparison of datasets
with ambiguous NLI is shown in Table 1.

3. AmbiK dataset
Data collection. The data was collected with the assis-
tance of ChatGPT [2] and Mistral [9] models and is human-
validated. Firstly, we manually created a list of above 130
kitchen items and food and sampled it to get 1000 kitchen
environments. Some kitchen items (such as a microwave,
a fridge, etc.) are present in every environment by design.
Secondly, we asked Mistral to come up with an interesting
unambiguous task for the kitchen robot in the given envi-
ronment or write which items are absent for a possible in-
teresting task. Thirdly, we manually checked the generated

1https://github.com/cog-model/AmbiK-dataset/

examples and choose 250 best tasks without hallucinations.
After that, for every task, we generated an ambiguous coun-
terpart and a question-answer pair for task disambiguation
using ChatGPT. We created ambiguous tasks for every am-
biguity type, manually selected the best ambiguity type and
created a list of items which are in the scope of ambiguity.
ChatGPT was also prompted to come up with creative re-
formulations of tasks on the condition that the task remains
unambiguous.

Dataset structure. The dataset has the following struc-
ture (simplified examples are in italics):
1. environment in a natural language description (a mi-

crowave, a plastic bowl, and a metal bowl)
2. environment in the form of a list of objects (microwave,

plastic bowl, metal bowl)
3. task (Place the bowl in the microwave, please)
4. ambiguity type: preferences, common sense knowledge,

safety
5. a set of objects between which ambiguity is eliminated

(plastic bowl, metal bowl)
6. a clarifying question to eliminate ambiguity (Which bowl

should I take?) and an answer (A plastic bowl.)
7. plan (1. Pick up plastic bowl. 2. Go to the microwave.

3. Place plastic bowl in the microwave.)

Task types. The dataset consist of various task types to be
challenging for LLMs. Unambiguous tasks: 1. direct tasks
(with the exact name of objects), 2. indirect tasks (with
the inaccurate name of objects, e.g. paraphrasing (Coke
instead of cola), reference (that bottle), hyponymes (the
drink), etc.). Two types of unambiguous tasks let test the
general language ability of LLMs. Ambiguous tasks: 1.
preferences (human preferences), 2. safety (knowledge of
safety regulations), 3. common sense knowledge (common
sense knowledge about the world, e.g. knowledge of what
objects are commonly used for – the task “wash it and put
it on the table” hardly applies to a microwave or chips).

Every ambiguous task has its unambiguous counterpart,
for instance, the task “Kitchen Robot, please make a hot
chocolate by using the coffee machine to heat up milk. Then
pour it into a mug.” has an unambiguous pair “Kitchen
Robot, please make ... Then pour it into a ceramic mug”.

4. Conclusion
In this paper, we propose a fully textual dataset, AmbiK, for
testing disambiguating natural language instructions meth-
ods for Embodied AI. AmbiK comprises 250 pairs of am-
biguous tasks and their unambiguous counterparts, cate-
gorized by ambiguity type, with environment descriptions,
clarifying questions and answers, and task plans, for a total
of 500 tasks. As further research, we consider extending
the proposed dataset both by adding more examples and by
using other environments in addition to the kitchen.

https://github.com/cog-model/AmbiK-dataset/
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