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Abstract

Visual imitation learning methods have demonstrated
strong performance and potential, but their generalization
ability to unseen environments remains limited. Although
data augmentation offers an effective solution to this prob-
lem, current approaches depend on complex preprocess-
ing procedures, require substantial hardware resources, are
time-consuming, and struggle to comprehensively account
for all possible environments. Our goal is to develop a
data augmentation method that is simple, efficient, plug-
and-play, and incurs no additional computational over-
head. Our core idea is that, instead of performing data
augmentation in the raw image space, conducting it in the
diffusion inversion space can significantly simplify the aug-
mentation process — to the extent that inserting simple ge-
ometric shapes is sufficient to achieve broader coverage of
environmental variations. We designed a simple industrial-
style scenario experiment to preliminarily validate our idea.

1. Introduction

Visual imitation learning has demonstrated strong capa-
bilities and potential in the field of embodied intelligence
[12][2]. However, its performance is highly sensitive to en-
vironmental variations, often showing good results only in
specific training environments and struggling to generalize
to unseen scenarios [5].

Data augmentation methods offer an effective solution
to the issue of overfitting to a single environment [11].
However, existing augmentation techniques typically rely
on complex image preprocessing pipelines [10][1], which
place high demands on hardware resources, require con-
siderable processing time, and still fail to comprehensively
cover the full spectrum of possible environmental changes.

In contrast to the complex data augmentation methods
used in visual imitation learning, augmentation techniques
in purely visual tasks such as image classification [3] are
significantly simpler. Effective augmented data can be ob-
tained through basic operations like rotation, cropping, de-
formation, and even masking [13][4], without the need for
elaborate preprocessing procedures.

We believe that the ideal data augmentation approach for
visual imitation learning should mirror the simplicity and
efficiency of augmentation techniques used in visual tasks.

The emergence of diffusion models [2][9] has provided
significant inspiration for our work. In applications such as
AI-generated art [8], users can simply sketch basic geomet-
ric shapes, and the diffusion model can generate multiple
high-quality images related to those shapes.

This implies that, due to the generalization capability of
diffusion models, simple geometric shapes in the diffusion
inversion space can serve as a shared representation for the
diverse set of images that may be generated through the re-
verse process. Based on this insight, we propose the follow-
ing hypothesis: performing data augmentation directly in
the raw image space requires extensive and complex prepro-
cessing to generate realistic variations, yet still struggles to
capture the full spectrum of environmental changes [7]. In
contrast, data augmentation in the diffusion inversion space
significantly reduces procedural complexity. Simple oper-
ations, such as inserting geometric shapes, can exploit the
diffusion model’s inherent generalization to account for a
wide range of environmental variations.

Based on this hypothesis, we propose data augmentation
in diffusion inversion space (DADIS), a simple yet effective
data augmentation strategy for visual imitation learning. We
conducted preliminary experiments by inserting ellipses of
different colors, shapes, sizes and opacities in the inversion
space for data augmentation, and designed a simple part-
sorting task to initially validate our idea.

2. Method
2.1. The inversion of diffusion models
Similar to Stem-OB [5], we adopt the DDPM inversion
framework introduced in [6].

xt =
√
ᾱtx0 +

√
1− ᾱtϵ̃t (1)

Here, x0 denotes the original image, xt represents the im-
age after t steps of inversion, ϵ̃t ∼ N (0, I) is indepen-
dently sampled Gaussian noise, ᾱt represents the propor-
tion of the original image that is retained. In DDPM [2], ᾱt

is computed from each step of the forward diffusion process



Figure 1. The process of performing data augmentation in the diffusion inversion space.

ᾱt =
∏t

i=1 αi, where αi denotes the scheduler parameter
at step i in the forward diffusion process. However, in our
method, since all images are inverted to the same number of
steps, ᾱt becomes a fixed constant.

2.2. Implementation
Training Stage: As shown in Figure 1, during the training
stage, we first insert ellipses into the robot’s observation im-
ages, with randomly sampled quantities, colors, brightness
levels, sizes, and shapes.

od
i = f(oi) (2)

oi denote the original observation image of the robot, f(·)
denote the ellipse insertion function. Then od

i represents the
image augmented by inserting ellipses. We then invert the
image into the diffusion inversion space with equation1.

ôi
d =

√
αod

i +
√
1− αϵ̃t (3)

ôi
d denote the inverted image, α denotes the specific value

of ᾱt.
Testing Stage: During the testing stage, we only invert the
image into the diffusion inversion space.

3. Experiments
We designed a simple part-sorting task, where the robot is
required to pick up parts from the table and place them into
a nearby blue box. Under identical environmental condi-
tions, we collected 200 demonstration trajectories for train-
ing. For imitation learning, we adopted the ACT (Action
Chunking with Transformers) model[12]. We evaluated the
model’s ability to generalize across different objects and
background settings. During testing, we fixed several ob-
ject placement positions, conducted 20 trials, and recorded
the number of successful attempts. The results of the object
generalization test are shown in Table 1. ori refers to the
original part that is identical to the one used in the training

ori obj1 obj2 obj3
w/o DADIS 19 8 2 0
DADIS 18 16 11 6

Table 1. Results on object generalization.

data. obj1 is the same part with colorful stickers placed on
some of its key features. obj2 is a water bottle with red
packaging. obj3 is a blue cookie box.

It is worth noting that the failures of the model using
DADIS augmentation were all due to misaligned grasps
after attempting to pick up the objects, whereas the ACT
model without DADIS augmentation failed on obj2 and
obj3 always due to a complete lack of grasping intention.
The results of the background generalization test are shown

ori bg1 bg2
w/o DADIS 19 13 4
DADIS 18 15 4

Table 2. Results on background generalization.

in Table 2. bg1 refers to a tabletop covered with a tablecloth,
while bg2 introduces additional clutter on the tablecloth-
covered tabletop. The results demonstrate that DADIS ex-
hibits no significant improvement in background general-
ization, particularly in bg2, where both methods are only
capable of completing the task in regions distant from the
interfering objects.

This implies that even within the diffusion inversion
space, simple graphical elements such as ellipses cannot
adequately represent three-dimensional objects. However,
they can effectively augment the color and texture of the
target object, while enabling the model to better focus on
the geometric structures of three-dimensional shapes.
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