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Abstract

3D-embodied autonomy toward arbitrary task outcomes
is a long-standing goal in Al and Robotics. However, pro-
grammatically verifying arbitrary outcomes in open worlds
is a challenge. This work proposes: (1) giving Minecraft
agents the ability to capture screenshots as evidence for
task completion and (2) having vision-language models
(VLMs) evaluate these screenshots. We also present Se-
manticSteve, a high-level Minecraft skill library that in-
cludes a “take screenshot” skill. ~We use an expert-
annotated dataset of tricky task-screenshot pairs to evalu-
ate the capabilities of GPT-4.1 in our proposed screenshot-
evaluation role and find that it is indeed fit for the task.
We make both the SemanticSteve library as well as the
code and data for our experiments publicly available at
https://github.com/sonnygeorge/semantic-steve.

1. Introduction

While low-level control is considerably simpler in
Minecraft than in the physical world, the space of high-level
semantic outcomes remains similarly open-ended [1].

Nevertheless, evaluations of task completion in
Minecraft have mostly focused on closed sets of tasks with
easily verifiable success criteria—such as locating objects
or acquiring items [1, 2, 6, 9, 12, 14-16]. Such task sets
are often highly Minecraft-specific, limiting the extent to
which the required decision-making reflects real-world
problem-solving.

Two notable exceptions to this trend, however, include
MineClip [1] and Clip4MC [6], reward models which score
the semantic similarity of video snippets against open-
ended language descriptions. Nevertheless, these models
are not intended for assessing the final cuamulative outcomes
of long-horizon tasks.

Contributions. We propose a novel benchmarking tech-
nique that enables any describable and visible Minecraft
outcome to be programmatically scored. Specifically, we
propose (1) giving agents the ability to capture screen-
shots as evidence of task completion and (2) using vision-

Rocco Ahching Dylan Cashman

University of Georgia Brandeis University

language models (VLMs) to score task completion based on

the content of the screenshots.

Additionally, we present SemanticSteve, a novel inter-
face and skill library for observing and controlling a player
in the 3D world of Minecraft. Crucially, the SemanticSteve
library includes—among other skills that unlock the bulk
of the game—the “take a screenshot” skill, which enables
capturing screenshots of arbitrary Minecraft things.

Furthermore, we conduct basic preliminary experimen-
tation with GPT-4.1 as initial validation of VLMs in the
proposed screenshot-evaluation role.

These contributions have a particular significance for
the study of open-ended high-level planning over extremely
long horizons since, together, they represent the first open-
source, ready-to-use system that:

1. Abstracts away low-level motor control of a human-
analogous 3D embodiment with semantic primitives (re-
moving this as a variable that can confound a study fo-
cused solely on high-level planning)

2. Enables the scoring of an open-ended number of natural
language tasks, regardless of their time horizon

2. Experiments

Our experiments aim to assess whether VLMs can evaluate
screenshots as evidence of open-ended task completion in
Minecraft. To do this, we compare the judgments of a state-
of-the-art VLM (GPT-4.1) with those of expert annotators.
Dataset. For data, our goal was to focus on tricky evalua-
tion scenarios requiring scene comprehension that is anal-
ogous to or otherwise meaningful for a range of useful
open-language tasks. In our final curated dataset of 52
screenshot-task pairs, we included both: (1) task-outcome
screenshots captured autonomously by language models
(LMs) using the SemanticSteve skill library and (2) man-
ually captured screenshots of interesting scenarios that our
work-in-progress planning systems currently struggle to
achieve autonomously'.

IFigure 2 shows both cases, where the screenshot on the left was cap-
tured autonomously by an LM using SemanticSteve and the screenshot on
the right was captured manually.
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Figure 1. Histogram depicting the distribution of absolute discrep-
ancies between the mean GPT-4.1-assigned score and the mean
annotator-assigned score (|Zgpr-4.1 — Thuman|)-

Annotators. To gather annotations, we recruited 10 univer-
sity students who self-identified as “experienced Minecraft
players.” From these, only 7 passed our initial screening test
of Minecraft knowledge.
Experiment Verbiage. Although more thorough prompt-
ing could help VLMs better understand the context of
their evaluation role, we phrased the experiments mini-
malistically in order to reduce cognitive load for anno-
tators. We phrased all tasks as “take a screenshot of
(thing/outcome)” and asked participants to rate their
agreement with the statement, “the screenshot evidences
that the player has fulfilled the task,” using a Likert scale
mapping to a score between 0 and 1 (see Figure 2).
GPT-4.1 Sampling. For each task-screenshot pair, we sam-
pled 10 responses from gpt—-4.1-2025-04-14 using a
temperature of 0.6.
Results. Overall, the results obtained were very promis-
ing. The distribution of discrepancies in mean score be-
tween GPT-4.1 and our human annotators is shown in Fig-
ure |. GPT-4.1 gave very similar scores to the human anno-
tators in all but a few cases. L.e., there was a strong positive
correlation between GPT-4.1 and human annotator scores
(Pearson’s = 0.88).

Manual analysis of the discrepancies revealed that there
was only one case where GPT-4.1 misinterpreted the
screenshot with respect to the task. All other discrepancies
could be attributed to either: (1) differing interpretations of
something subjective (e.g., the degree to which a ‘bee’ can
be described as dangerous) or (2) the annotators being less
semantically precise than GPT-4.1 (e.g., in the ‘something
organic and orange’ example in Figure 2, the annotators
often felt the task was fulfilled, despite the screenshot not
depicting anything that was both organic and orange).

3. Conclusion

We propose a novel technique for scoring an open-ended
number of Minecraft outcomes and present SemanticSteve,
a skill library designed to enable skill planners to achieve

Statement: the screenshot evidences that the player has fulfilled the task, 'take a screenshot of '
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Figure 2. Stepped half-violin plots contrasting the different distri-
butions in scores assigned by human annotators (blue) and GPT-
4.1 (red) for two example task-screenshot pairs.

such outcomes. We view this as an initial step toward
our planned future work to research 3D-embodied skill-
planning systems that are general-purpose—that is, able
to integrate with and use any lower-level skill set (open’
[3, 4, 13] or closed [11]) to pursue open-ended outcomes.

Discussion. Open-ended high-level planning stands to be
highly pertinent for the indefinite future, since, regardless of
the low(er)-level controller’, there will always be a higher-
level time horizon over which lower-level actions can be
sequenced.

By expanding the set of scorable Minecraft outcomes
to include anything that a VLM can reliably evaluate with
a screenshot, not only do we enable the scoring of more
general—i.e., less game-specific—outcomes, our method
greatly expands the number of extremely long-horizon tasks
that can be scored. Thus, we open the door to a more thor-
ough investigation of open-ended high-level planning over
extremely long horizons.

For example, are fixed-depth hierarchical planners [5, 8,
10] sufficient for scaling up to many-hour tasks (e.g., start-
ing with no resources, “build a museum with displays for at
least five minerals” or “fashion a dining arrangement and
prepare a dinner party for four”)? Or, at what point would
algorithms that recursively decompose plans into arbitrarily
nested subtask hierarchies® lead to more stable and coherent
long-horizon behavior?

2We assert that arbitrary-language-conditioned control systems can be
thought of as exposing open-ended sets of natural-language-invoked skills
that can be sequenced to achieve even longer-horizon outcomes than oth-
erwise achievable.

3E.g., Hierarchical Task and Motion Planning in the Now (HPN) [7], if
adapted to use open-ended representations for subtask nodes (e.g., natural
language expressions)
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