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Abstract

Embodied Question Answering (EQA) is a task where an
agent explores its environment, gathers visual information
and responds to natural language questions based on that
information. The accuracy of the answer depends on which
visual information is sampled for a given question. This
study introduces R-EQA, a framework that uses Retrieval-
Augmented Generation to evaluate the effectiveness of sam-
pling semantically relevant visual information in the EQA
setting. Experiments using the OpenEQA benchmark show
that R-EQA achieves 10% higher performance compared to
uniform sampling. This indicates that selective sampling
of question-relevant information plays a critical role in im-
proving answer quality in EQA.

1. Introduction

Embodied Question Answering (EQA) is a task in which an
agent responds to natural language questions based on its
perception and interaction within physical or simulated en-
vironments [6, 13]. An embodied agent collects history of
observations (i.e. episodic memory) by observing and inter-
acting with its environment. When a user question is given,
the agent must selectively retrieve and utilize the most rel-
evant information from episodic memory to generate an ac-
curate response [7]. The need for question-relevant infor-
mation selection has also been extensively studied in the
field of natural language processing, particularly through
Retrieval-Augmented Generation (RAG) approaches [10].
Recently, this paradigm has been extended beyond textual
inputs to multimodal RAG frameworks [2, 4, 9, 11].

Prior studies on integrating videos into the RAG frame-
work have demonstrated improved performance on video
QA tasks when using RAG over uniform sampling [9]. This
indicates that the effectiveness of RAG extends beyond text
domains to video domains as well. In this work, we further
evaluate the impact of applying RAG to the EQA task using
the OpenEQA benchmark.

Figure 1. An overview of R-EQA Framework. Given a question,
the system retrieves the top-k relevant frame image captions to
generate a response. These frame captions are pre-processed and
used during inference. The top-k sampled frames correspond to
the retrieved frames.

2. Method
This section describes how the RAG framework is struc-
tured for episodic memory EQA and introduces the EQA
agents evaluated in this study.

2.1. Overview
Figure 1 describes our method, which consists of three
main components. Initially, given a sequence of N frames,
we use a pretrained VLMs to generate textual captions
c = {c1, c2, . . . , cN}, which are then embedded into a vec-
tor space ei = Embed(ci). Second, given a natural lan-
guage question q, we compute the similarity between its
embedding eq and each frame captions embedding ei and
retrieve the top-k most relevant frame captions. Finally,
the retrieved captions {cij}Kj=1 are concatenated with the
natural language question q to form the final prompt P =
{ci1 , . . . , ciK , q}, which is then fed into a LLM to gener-
ate the answer a = LLM(P ). The model’s response a is



subsequently evaluated using LLM-Match, as employed in
OpenEQA:
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1

N

N∑
i

σi − 1

4
× 100%, (1)

N deontes the number of questions and σi represents the
score ranging from 1 to 5 provided by the LLM.

2.2. EQA Agents
We conducted our study using the following agents: Blind
LLM, Uniform Sampling with frame captions, and R-EQA
with frame captions. The predefined prompt w is con-
structed with in-context examples to align with the specific
characteristics of each agent.
Blind LLM. Similar to OpenEQA, this agent serves as a

baseline that uses a text-only LLM to assess how well EQA
can be performed using commonsense knowledge alone.
The agent operates as a = LLM(w, q).
Uniform Sampling w/ Frame Captions. This agent per-

forms uniform sampling over ei to generate a response. The
agent is defined as a = LLM(w, cik , q), where cik denotes
the k frame captions sampled via uniform sampling.
R-EQA w/ Frame Captions. This agent samples the top-
k most relevant ei to the question and generates a response.
The agent is defined as a = LLM(w, cik , q), where cik
denotes the k frame captions sampled using retrieval.

3. Experiments and Results
Experiments Following the Episodic Memory EQA (EM-
EQA) setup in OpenEQA [13], we evaluated each EQA
agent using episode histories H collected from two sources:
ScanNet [5] and HM3D [14]. We used Ferret 13B [16],
LLaVA-v1.5 13B [12], and Qwen2.5-VL 7B [3] to gen-
erate image captions for frames in the episodic memory,
and LLaMA 3.1 70B [8] to generate responses. Each im-
age caption and question was embedded using Sentence-
BERT [15], and similarity was computed using cosine sim-
ilarity. We used k = 10 for uniform sampling and k = 3
for R-EQA. For evaluation, we used GPT-4 [1] for LLM-
Match.
Results Table 1 presents the evaluation results of the agents
described in Section 2.2 on the OpenEQA benchmark. No-
tably, while Uniform Sampling selects 10 frames evenly
from episodic memory, the RAG-based method retrieves
only 3 frames based on semantic similarity to the ques-
tion, yet achieves better performance overall. This suggests
that selecting fewer but more relevant frames can lead to
improved answer quality. Across all settings, RAG-based
sampling consistently outperforms uniform sampling, with
the LLaMA-3.1 w/ Qwen2.5-VL achieving the best results.
Even under the same image captioning conditions, R-EQA

Table 1. LLM-Match scores on OpenEQA Evaluation results
of the EQA agent in EM-EQA using LLM-Match, broken down
by data source (ScanNet, HM3D, ALL). Bold indicates the best
results among the data sources in each EQA Agents. Method with
* is reported from OpenEQA [13].

EM-EQA (LLM-Match scores)
Methods ScanNet HM3D ALL

Blind LLM
LLaMA-3.1 31.1 38.0 34.0

Uni. w/ Frame Captions
GPT-4 w/ LLaVA-v1.5* 45.4 40.0 43.6
LLaMA-3.1 w/ Ferret 42.1 35.2 38.6
LLaMA-3.1 w/ LLaVA-v1.5 37.9 35.5 36.6
LLaMA-3.1 w/ Qwen2.5-VL 40.3 31.7 36.0

R-EQA w/ Frame Captions
LLaMA-3.1 w/ Ferret 42.7 38.3 40.4
LLaMA-3.1 w/ LLaVA-v1.5 46.5 41.2 43.9
LLaMA-3.1 w/ Qwen2.5-VL 49.1 42.8 46.0
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Figure 2. Category-level performance on EM-EQA. The results
show performance across the 7 openEQA question categories. The
scores for Uniform Sampling and R-EQA represent the average
performance of the agents introduced in Section 2.2.

with LLaVA-v1.5 surpassed GPT-4 with uniform sampling
by 0.3%, and R-EQA with Qwen2.5-VL outperformed its
uniform counterpart by 2.4%. This indicates that the frame
sampling strategy can have a greater impact on performance
than model size. We found that the Blind LLM surprisingly
showed competitive performance in Figure 2. This is partly
because OpenEQA includes questions that can be answered
using commonsense knowledge or simply by chance, e.g.
Is there a door that is open? with the answer yes. Since the
purpose of EQA benchmarks is to assess an agent’s ability
to acquire and process knowledge grounded in the physical
environment, we argue that it is necessary to revisit these
benchmarks to ensure they include only questions that gen-
uinely require the acquisition of situated world knowledge.

4. Conclusion and Future work
R-EQA achieved a 10% improvement over uniform sam-
pling on the OpenEQA benchmark, validating the effective-
ness of question-relevant frame sampling. As future work,
we aim to investigate the integration of low-latency retrieval
mechanisms to facilitate the real-world application of EQA.
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