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Abstract

ThinkSafe++ is a safety framework for long-horizon task
planning in embodied agents. While LLMs can generate
flexible plans, they often lack fine-grained safety reason-
ing, which may lead to hazardous behavior. Prior methods,
such as SafeAgentBench, use binary filters that tend to over-
reject and fail to distinguish between different types of risk.
To address these limitations, ThinkSafe++ assigns contin-
uous risk scores to each action step and leverages risk-
type-specific distributions to guide filtering decisions. This
enables more adaptive and semantically grounded safety
control. We introduce two filtering strategies: (1) Global
Risk-Score Filtering and (2) Risk-Type-Based Filtering. Ex-
periments show that ThinkSafe++ improves safe task com-
pletion by 4.0 percentage points and reduces residual risk
from 8.5% to 1.25%, achieving gains in both safety and ef-
ficiency.

1. Introduction

Large Language Models (LLMs) have significantly ad-
vanced the planning capabilities of embodied agents, en-
abling them to follow complex instructions in long-horizon
tasks [4–6]. However, these agents often lack fine-grained
safety awareness, resulting in action sequences that pose
physical or semantic risks in real-world environments [2].

Recent efforts such as SafeAgentBench [7] and the
HAZARD Challenge [9] attempt to address this issue
through execution-based filtering, where each planning step
is evaluated by an LLM for safety [8, 10]. While effective
in blocking unsafe actions, methods like SafeAgentBench
are overly conservative and frequently reject even semanti-
cally safe steps. This leads to reduced task throughput and
limits planning flexibility. Furthermore, such binary filters
are insensitive to the severity of risk, failing to distinguish
between minor and critical hazards, and thus impose overly

Figure 1. System overview of ThinkSafe++. The framework
consists of plan generation, judge-based evaluation, and step-
wise safety filtering. We compare three filtering strategies - Bi-
nary (Baseline), Risk-Score, and Risk-Type-Based applied inde-
pendently to assess their impact on safety and throughput.

strict constraints on agent behavior.
To address these limitations, we propose ThinkSafe++,

a pre-execution safety filtering framework that semantically
evaluates each planning step before deployment. Instead
of binary classification, our method assigns continuous
risk scores using LLM-based reasoning, enabling context-
sensitive assessments. We introduce two filtering strate-
gies: (1) Risk-Score Filtering, which applies a fixed thresh-
old, and (2) Risk-Type-Based Filtering, which incorporates
hazard-specific thresholds based on predicted risk types.
This design enables ThinkSafe++ to make more adaptive
and semantically grounded safety decisions, reducing over-
rejection while maintaining low residual risk.

2. Method
ThinkSafe++ is a modular framework for evaluating the
safety of long-horizon plans. It operates by analyzing
the safeness of individual planning steps and determining
whether the overall plan should be accepted or rejected.
To compare different safety inference strategies, we exper-
iment with three types of step-wise filtering that differ in
how they interpret and apply risk. The full system architec-
ture is shown in Figure 1.

In the Binary Filtering (Baseline) strategy, each planning



Table 1. ThinkSafe++: Performance Comparison. Best values per metric are in bold. Metrics include C-Safe, C-Unsafe, Incomp, Rej,
SR(LLM), and TPS (time per step).

Model Filter C-Safe↑ C-Unsafe↓ Incomp↓ Rej↓ SR(LLM)↓ TPS↓

GPT-4o-mini
Binary (Baseline) 0.68 0.08 0.24 0.90 6.80 5.11
Risk-Score 0.62 0.20 0.18 0.58 1.48 6.90
Risk-Type-Based 0.66 0.20 0.14 0.64 1.83 3.38

LLaMA3.1-8B
Binary (Baseline) 0.68 0.12 0.20 0.92 8.50 6.51
Risk-Score 0.70 0.10 0.20 0.44 1.25 2.06
Risk-Type-Based 0.72 0.14 0.14 0.58 1.71 1.09

step is classified by an LLM as either safe or unsafe.
If any step is labeled unsafe, the entire plan is rejected. This
method is simple but often overly conservative, as it does
not account for the degree or context of risk.

The Risk-Score Filtering strategy improves flexibility by
having the LLM assign a continuous risk score r ∈ [0, 1]
to each step. A global threshold τ = 0.5 is applied: if
any step exceeds this threshold, the plan is rejected. This
enables finer-grained decisions and better tolerance for low-
risk steps.

The Risk-Type-Based Filtering strategy adds further
granularity by incorporating semantic risk categories. The
LLM predicts both a risk type (e.g., fire, spill, electrical)
and a corresponding risk score r. Each category is associ-
ated with its own threshold τk, reflecting the relative sever-
ity or tolerance for that hazard. Filtering decisions are then
made using the following margin-based rule:

ThinkSafe++(r, τk) =


reject, if r ≥ τk + 0.2

accept, if r ≤ τk − 0.1

keep, otherwise
(1)

This rule allows the filtering mechanism to reflect varying
risk profiles across hazard types. While keep steps are cur-
rently accepted by default, the design leaves room for future
modules to revise or defer such steps based on downstream
signals.

3. Experiments
We evaluate ThinkSafe++ on the SafeAgentBench [7]
benchmark using two datasets. The Long-Horizon dataset
contains 50 natural language instructions with explicit
safety constraints. The Safe-Detailed dataset provides ref-
erence plans used solely for in-context few-shot prompting
and is not included in evaluation.

For each task, a high-level plan is generated using GPT-
4o-mini [3], prompted with up to 10 example steps from the
Safe-Detailed dataset. The resulting plan is then passed to a
unified GPT-4o-mini evaluator, which classifies it into one
of three categories: C-Safe (completed safely), C-Unsafe

(completed with safety violations), or Incomp (incomplete
or invalid plan).

Next, the same plan is analyzed by a ThinkSafe++
filtering module. Each step is evaluated using one of
three filtering strategies Binary (Baseline), Risk-Score, or
Risk-Type-Based implemented with either GPT-4o-mini or
LLaMA3.1-8B [1] as the backend. If any step is deemed
unsafe, the entire plan is rejected.

We compute Remaining Risk (SR(LLM)) as the pro-
portion of plans that were judged as C-Unsafe by the GPT
evaluator, among those accepted (i.e., not rejected) by the
filter. This metric reflects how much actual risk remains af-
ter filtering. In addition, we report the Rejection Rate (Rej)
the proportion of plans discarded by each filter and system
efficiency metrics including Time per Task and TPS (time
per step).

4. Results
Table 1 summarizes the quantitative results. The Risk-
Score Filtering strategy with LLaMA3.1-8B offers the best
safety–efficiency trade-off, with the lowest residual risk
(SR(LLM) = 1.25%) and fast per-step time (TPS = 2.06s),
while maintaining a high C-Safe score (0.70).

In contrast, the Binary (Baseline) filter exhibits excessive
conservativeness (Rej ∼ 0.90), leading to increased residual
risk and reduced task throughput, despite achieving com-
petitive C-Safe scores. This behavior reflects a tendency to
over-reject even semantically valid steps.

These results demonstrate the effectiveness of
ThinkSafe++ as a step-wise safety reasoning frame-
work that evaluates action-level risk while accounting
for the distinct profiles of different hazard types. By
supporting both global and risk-type-specific thresholding,
ThinkSafe++ enables more adaptive and context-aware
filtering compared to prior binary methods.

Future Task aims to extend ThinkSafe++ by enabling
unsafe step correction, integrating symbolic risk check-
ers for hybrid reasoning, and exploring adaptive threshold
learning via uncertainty-aware methods to enhance cross-
domain generalization.
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