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Discover navigation goals in Minecraft by using an intrinsic 
motivation (empowerment). Then, learn some conditioned 
policies that drive the agent towards the discovered goals.

3D world. Input consists in RGB observations 
+ relative position (x,y,z) to a fixed initial point.

1. Intrinsic reward derived from the forward form of the 
Mutual Information does not match a distance in the 
environment.

2. Discover disjoint navigation goals in simple maps by taking 
into account high-dimensional inputs like pixel 
observations.

3. Discovering skills from pixels does not scale to realistic 
maps.
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Based on EDL [1] (Explore, Discover and Learn).
- Use the reverse form of the Mutual Information.
- Add agent’s relative position respect to a initial point.

COMMIT LOSS + MSE_pixels + 
MSE_coords
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Maximize influence over the environment.

Abstract a set of temporal actions into skills.
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Navigation goals are 
too spread out over the 
map and some latent 
skills dominate over the 
others.
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